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Abstract. We investigate the effect of many-body correlations on the ground-state properties of
two coupled charged Bose quantum wires. The intrawire and interwire correlations are treated on
the same footing within the self-consistent mean-field theory of Singwi, Tosi, Land alath&@gr.

Static propertiesjiz,, pair-correlation functions, local-field correction factors, screened interactions
and susceptibilities, are calculated for a range of wire spadnggre radii Rg, and boson density
parameters,. We find that the qualitative dependence of intrawire correlations;and Ro
remains the same as found for an isolated wire, except that they become slightly weaker with the
decreasing spacingi The interwire correlations, on the other hand, depend stronglyand are

found to grow in magnitude with decreasitig Further, we find no evidence for the existence of

a charge-density-wave ground state in the density range investigat€dy, 1< 8, in the close
proximity of wires. A comparison with the similar studies on the coupled electron quantum wires
reveals that the charge-density-wave instability observed there may be an artifact of the neglect of
interwire correlation effects.

1. Introduction

There has been considerable recent interest in the study of layered charged quantum liquids of
both Fermi (electron or hole) and Bose types. The former, i.e., the layered electron systems,
can be fabricated at the interfaces of semiconductor heterostructures with fine control on the
system parameters due to the advent of nanotechnology such as computerized molecular beam
epitaxy. These electron systems also occur naturally in copper oxide planes present in ceramic
superconductors. The charged Bose systems, on the other hand, have not been so far realized
in the laboratory, but their study has received much recent theoretical [1, 2] importance mainly
due to their recognition as a possible model for understanding the phenomenon @t high-
superconductivity. Due to this close resemblance to superconductors and to the observation
of some unusual and interesting phenomena, the study of ground-state behaviour of both the
layered electron and charged Bose systems has emerged in itself as an important problem. A
variety of new features are shown to appear due entirely to the presence of other layers of
particles. The possibility of charge-density-wave (CDW) ground states and the enhancement
of Wigner crystallization density [3, 4] are among some typical examples.

Existence or non-existence of CDW instability in these structures has remained a
controversial issue in the last five years. Controversy arises mainly between the results of
Neilson and co-workers [3] and Kalman and co-workers [5]. The theoretical procedures of the
two groups differ in the method of treatment of many-body correlation effects. Very recently,
the difference in results for the electron system has been somewhat narrowed down with an
important contribution by Liwet al [6]. It is shown in agreement with the conclusions of
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Kalmanet al that the possibility of a CDW ground state diminishes with the proper treatment
of many-body correlations.

Parallel to the study of layered structures, the possibility of CDW ground states has also
been investigated in the double-quantum-wire electron system [7, 8]. Interestingly, in addition
to the finite-wavevectorg( = 2¢qr) instability, a long-wavelength instability has been shown
to appear at a wire separation lower than that for instability at 24 . Here,qr is the one-
dimensional (1D) Fermi wavevector. In a quantum wire system, the particles are dynamically
free only along one spatial direction, while their motion is quantum mechanically restricted
in the remaining two transverse directions. With the existing technology, it is now possible
to fabricate these electron systems in the laboratory. In the present work, we investigate a
related problem of a coupled charged Bose quantum wire system consisting of two parallel
and identical quasi-1D (Q1D) charged Bose systems. Study of this system, when compared
with its Fermi counterpart, may be useful to disentangle the statistical and particle contributions
to the many-body correlations. Our first motive is to study the static structure of the system,
and secondly we intend to examine whether the transition to the CDW ground state occurs as
predicted in the electron system. A simple cylindrical model proposed by Gold and Ghazali [9]
in the context of electron wires is used where analytical expressions for the intra- and interwire
Coulomb potentials have been developed in Fourier space. We deal with the many-body
correlations among charged bosons within the self-consistent theory of Singwi, Tosi, Land
and Splander (STLS) [10] as generalized to the double-wire system. In the STLS approach
the effect of correlations is represented by static local-field corrections to the bare interactions
between the particles. The local fields are determined numerically in a self-consistent way. It
is worthwhile to mention here that the STLS theory has proved quite successful in treating the
correlation effects in 3D [11] and low-dimensional [12] systems provided the particle number
density is not too low and its importance beyond the random-phase approximation (RPA) has
recently been shown by us for the single charged Bose quantum wire [13]. Static properties we
wish to calculate include the static pair-correlation functions, local-field correction factors and
static screened interaction potentials. We also discuss in a systematic way the importance of
correlations in calculating these properties for a range of model parameters which comprise the
boson number density, the wire radius and the wire spacing. To highlight the role of interwire
correlations, results are compared with the lower-order calculation where these correlations
are simply neglected and with the results of an isolated single wire.

The paper is organized as follows. In section 2 we first present the wire model and then
outline the STLS theory for the double-wire system. Results and discussion are given in
section 3. Section 4 contains discussion on the possibility of a CDW ground state. In section 5
we make some concluding remarks.

2. Wire model and theoretical formalism

2.1. Wire model

We consider two parallel cylindrical quantum wires in thelirection, with wire radiuskg

and with infinite potential barriers &| = Ro. The wires are assumed to be separated by a
perpendicular distanc¢ > 2R,. With these assumptions, the wavefunctions of particles in

two wires do not overlap and therefore, the tunnelling of particles between wires is not possible

in the present model. We take the density of bosoimseach wire to be equal. The motion of

the carriers is free along the cylinder axis, while it is restricted perpendicular to the cylinder.

At absolute zero temperature, the bosons are assumed to be present in the condensate state.
The wire system is assumed to be embedded in a uniform neutralizing background. For the
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Coulomb interaction potentials between bosons, we use the analytical results developed by
Gold and Ghazali [7, 9]. The intra- and interwire potentials are given, respectively, as
2

e
Vi(g) = 2—f11(11) 1)
€0
and
62
Via(g) = 2—f12(61) (2)
€0
where f11(¢) and f12(g) are the intra- and interwire form factors given, respectively, by
144 T1 2 32 Ig(qRo)KS(CIRo):|
L + — 64 3
f1@ = G roy [10 3GR0?  3(qRo) (qRo)® ©

Ix(gRo) 17
f12(q) = (96)2 [%] Ko(gd). @)

I,(x) and K, (x) are the modified Bessel functions of ordereq is the dielectric constant of
the background and we will usg = 1. In the long wavelength limit botlf11(¢) and f12(g)
exhibit logarithmic divergence and the limiting results are given by

f11(g) = —4[In(gRo/2) + C — 73/120 + Qq)] (5)

and

f12(q) = —4[In(gd/2) + C + O(q)] . (6)

C = 0.577 is the Euler constant. These limiting results are useful while performing the
numerical calculations.

2.2. Theoretical formalism

Within the linear response framework, the density response function for the double-wire system
can be expressed in the form of &2 matrix given as

a1 X1 (g, ®) —V12(9)(1 - G12(q))
[xij(q.0)] " = 1 (7)

—V21(¢)(1 = G21(q)) X2 (g, w)
wherey; (¢, w) (i = 1, 2) is the density response function for the single wire. In the STLS
approximationy; (¢, o) is given by

Xio(qa (1))

1= Vi@ [1- Gu@] x'(q, @)
where (g, w) is the response function for the noninteracting charged Bose system, and at
absolute zero it is given by

xi(q, w) = i=12 (8)

211,'6(,

x(q, 0) = [ ()]

(w+in? —€2]
€ = h2q?/2m is the free particle energy amds a positive infinitesimal quantity. As, = n,
we have (¢, ) = x2(g, w). Inequations (7) and (85;;(¢) (i, j = 1, 2) are the static local-
field correction factors that account for the short-range Coulomb correlation effects. Within
the STLS approach the local fields are related to the static structure fagi@nsthrough the
expression
1 [ dk kV;;(k)
Gi-()=——/ —— Sij(g —k) — 8| 10
7 n _OOZNqV,-,-(q)[ 7 i) (10)
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The fluctuation-dissipation theorem relatggq) to x;; (¢, w) as

ho[ )
Sij(q) = _E/o dwy;; (g, iw) (11)

where the frequency integration is to be performed along the imaginary axis. In view of the
geometry of the system, we havg;(¢) = Ai(¢),i = j = 1,2, whereA may beS or G.

From equations (7), (10) and (11), it is apparent thiglq) is to be obtained numerically in a
self-consistent way.

3. Results and discussion

In the numerical calculations and the results presented (if otherwise mentioned) we choose a
system of units in which = 1 and lengths and energies are expressed, respectively, in units of
the Bohr atomic radiusz) and the Rydbergl Rydberg= ¢?/(2a0)). The density of bosons

is described by a dimensionless parameter, = 1/(2nag).

3.1. Static correlation functions

Equations (7), (10) and (11) are solved numerically for the intra- and interwire correlation
functionsin a self-consistent way within a tolerance of 0.001%. For verythin and closely spaced
wires, it becomes extremely difficult to obtain the convergent solution. In these situations, we
employ a numerical procedure which makes use of local fields given by

1[G H9) + G (@)
Gij(Q)=E|: ! 5 !

in the mth iteration for the calculation af;;(¢). The same method is used for calculating
Gij(q) from S;;(g). In this way the convergent solutions are obtainabledfor 1.1(2Ro)
when Ry is small and, equivalently, i is large. Results for the intra- and interwire structure
factorsSi11(g) andSi2(g) and their corresponding local fieldg 1(g) andGi2(q) are plotted,
respectively, in figures 1 and 2 fey = 1, 3, 5, 8 andRy = 2. Forry, = 8, it becomes almost
impossible to obtain the accurate self-consistent solutiod fer4.45 and the curve for, = 8
corresponds td = 4.45, whiled = 4 for otherr, values. Solid and dashed lines represent,
respectively, the intra- and interwire quantities. The interwire structure fa¢i@y) is about

an order of magnitude smaller th&m(¢) and remains negative in the rangegefalues of
interest. Relative dependence of intra- and interwire correlations @more clear in the
behaviour of local fields (figure 2). Itis apparent that bGth(g) andGi2(g) grow in strength
with decreasing density an@;»(¢) remains always comparatively weaker th@n (¢).

In figures 3 and 4 we show, respectively, the dependence of two local fields on the wire
spacingd and the wire sizeRy. Curves are labelled the same as in figureQ(q) for the
single wire is shown for comparison as a dash—dot line-foe 8. It is interesting to note
that as the wires are brought closer the intrawire local field does not undergo any significant
change, while the interwire local field is affected strongly. In fégt(¢) becomes somewhat
weaker as compared to the single wire andfgs 8 its behaviour does not differ considerably
from G (¢g) of single wire. On the other hand, the interwire local field grows continuously with
decreasing spacing. In figure 3, our results arefet 8; Ry = 2 andd = 8, 6, 4.45. Figure 4
displays theRo-dependence of two local fields foy = 5 andd = 4. G11(q) increases with
the decreasing wire size and if compared withitdependence, thRy-dependence is rather
stronger.G12(q) depends upowrR, in the same manner &%,1(q) except at smaly. For other

e <q>} (12)
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Gla)

Figure 1. The intrawire and interwire static structure Figure 2. The intrawire and interwire local-field factors
factors S11(¢) (solid lines) andSi2(g) (dashed lines) Gii(g) (solid lines) andG12(a) (dashed lines). Model
forry, = 1, 3and 5;d = 4 andr; = 8; d = 4.45. parameters are the same as in figure 1. Labels denote the
Ro = 2 for all the curves. Labels denote the bosorboson number density.

number density;. Curves forSi1(g) from bottom to

top correspond te; = 1, 3, 5 and 8, while fof12(¢) the

sequence of curves is exactly the reversgiafa).

G(q)

Figure 3. The intrawire and interwire local-field factors Figure 4. The intrawire and interwire local-field factors
G11(q) (solidlines) and512(g) (dashed lines) for, =8  G11(g) (solid lines) andz12(¢) (dashed lines) for, = 5
and Rp = 2. Curves forGi1(g) from top to bottom andd = 4. Curves for botlG11(¢) andG12(q) from top
correspond tal = 8, 6 and 4.45, while folG12(g) the  to bottom correspond tBp = 0.5, 1 and 2.

sequence of curves is exactly the revers&f(¢). The

dash—dot line is the local-field factor of an isolated single

wire atry = 8.

rg-values, we have found qualitatively similérRo-dependence. Thus, in the limit of narrow
and closely spaced wires, the interwire correlations become quite significant and are, therefore,
expected to influence the properties of the system containing their effect.
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In the long-wavelength limit, i.eq — 0, G;;(¢) behaves approximately as
2r

wfij(q) Jo
where f” denotes the first-order derivative gfw.r.t. k. It is interesting to note that the factor
[Gij(q) fij(¢)] becomes merely independentgin the smallg limit and its value depends
only onr,, Ro andd. This limiting expression foG;;(g), as we will see in section 4, plays a
crucial role in determining the possibility of existence of a long-wavelength CDW instability.

Results for the static pair-correlation functiogis(x), which can be obtained from the
inverse Fourier transform d; (¢) as

Gij(q) ~ — di [Sij (k) — 8] [ fi (k) + k(0] (13)

gij(x) =1+ 2% /OOO dk costkx) [S;; (k) — 8] (14)

are plotted in figure 5g;; (x) defines, as usual, the probability that the two particles in wire
are separated by a relative distancerpfvhile g;; (x) represents the probability of finding a
particle in wirej at a distance (parallel to the wirg) given that there is a particle present at
the origin ¢ = 0) in the wirei. Figures 5(a) and 5(b) contain, respectively, the dependence
of g11(x) andgi2(x) onry for fixed Rg andd. Forr, = 1, g12(x) is everywhere close to unity
and thereby implies weak interwire correlations. With increasindnowever, the interwire
correlations are seen to become stronger. For example, by 8, g12(x = 0) = 0.56.
Sincex = 0 for g12(x) corresponds to particles at the origin in both the wires separated by a
perpendicular distancé (d = 4.45 in this case) this value @fi»(0) defines strong interwire
correlations. Also shown for comparison in figure 5(a9(s) for the single wire for; = 8 as
a dash—dot line. Both;1(x) andg(x) are small and negative in the limit of small separation.
Since negative (x) corresponds to an unphysical situation it is not justified to use the STLS
approximation for treating short-range correlationsfae 8 for Rg = 2. With decreasing,
the negative region ip;1(x) appears already at lowy-values. Thus, the domain of validity of
the STLS approximation is decided togetherband Ro.

In figures 5(c) and 5(d), we compare, respectively(x) and gi»(x) for r, = 8 and
Ro = 2 for the different wire spacings. As observed in the behaviour of local fields (figure 3)
the intrawire correlations show only weak dependencé,omhile the interwire correlations
are strongly affected.

3.2. Static screened pair potentials

Proceeding in the way described by us for the double-layer system [4], the real space
expressions for the static screened intra- and interwire potentials are obtained, respectively, as

vigeo = = [ dkcosio | st + 0)?3(2];«?()1 ~ Gialh)?

x [FA0K) + F3K) + 2% (k, 0) (1 — G1a(k)) f11(k) F3(K)] } (15)
and
Vi) = % /OOO dk COS(kx){flz(k) M 0)22(2]2}(?()1 — G12(k))?

x [2/120k) fr2(k) + % (k, 0) (L — G1a(k)) £3500) + FAK) fra(k)] } e

where we have used the notatiefy(k, 0) = ex2(k, 0) = x (k, 0). Figures 6(a) and 6(b)
show, respectively, the dependencd/gf(x) andV,s (x) onr, for fixed Ro andd (solid lines).
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Figure 5. The intrawire and interwire pair-correlation functioggi (x) and gi12(x). () g11(x);
(b) g12(x); system parameters are the same as in figure 1. Labels represenptrameter. The
dash—dot line ig(x) for the single wire at;, = 8. (¢) g11(x); (d) g12(x); system parameters are
the same as in figure 3. Labels represent the wire spatings in units of (r /(4rsag)) L.

Unscreened potential (dotted line), screening in a single wire (dashed line) and the result of the
full RPA (G11(¢) = G12(g) = 0) calculation (dash—dot line) are also plotted for comparison
for densityr, = 8. Note, that the screened potential, unlike its unscreened counterpart, exhibits
an attractive minimum with its magnitude being strongly enhanced over the full RPA by the
many-body correlations. For example,rat= 8, the magnitude of the minimum i (x)
is about 20 times the result of the full RPA f&s = 2 andd = 4.45. This large difference
in screening with the RPA indicates the extent of importance of the many-body correlations
beyond the RPA. The comparison with the single-wire curve shows that the magnitude of the
negative minimum is enhanced due to the presence of the second wire.

The dependence of the screened potentials on the separation between thidssresvn
in figures 6(c) and 6(d). Figures 6(e) and 6(f) illustrate the dependence of screening on the
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Figure 6. The intrawire and interwire static screened pair potentigfgx) andVys (x). (&) Vi{ (x);

(b) V{5 (x); system parameters are the same asinfigure 1. Labels represgmidiameter. Dotted,

dashed and dash—dot curves represent, respectively, the unscreened potential, screening in a single
wire and the result of the full RPA at = 8. Curves forV;’{ (x) from top to bottom correspond

tor, = 1, 3, 5 and 8. Curves fovi2(x) from top to bottom correspond 19 = 8, 5, 3 and 1.

(c) Vi1 (x); (d) Vi5(x); system parameters are the same as in figure 3. Labels represent the wire
spacingd. (e) Vi1 (c); (f) Vi5(x); system parameters the same as in figure 4. Labels represent the
wire radiusRy.

wire sizeRy. It can be noticed that decreasing the separation between wires, or making them
narrow, both lead to qualitatively similar effects on the screening. There is a build-up in
screening on decreasing bettand Ry and a notable feature is that the screening is relatively
more sensitive t®q than tod. Further, we have found for extremely narrow wires thi(x)
becomes strongly attractive. For example, the depth of the minimuffiis about—22 Ryd

for Ry = 0.1; r;, = 1 andd = 0.3. In the RPA G12(q) = 0) this magnitude reduces to
—10 Ryd. Setting botlti11(g) = G12(¢) = 0 makes the minimum even shallower and it is
about—2.5 Ryd. Thus, we see that thoudtj; is already negative in the RPA, it is greatly
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Figure 6. (Continued)

enhanced due to the presence of interwire correlations and this effect becomes even more
pronounced in the limit of narrow wires. In these situations, the system may become unstable
against the formation of the bound pairs of bosons in each wire.

4. Charge-density-wave instability

Charge-density-wave instability corresponds to the relative accumulation of charge at some
length scale, say,, in the system and if it happens, this can be checked by looking for
a divergence in the statieo( = 0) density susceptibility of the system. Diagonalizing
the static density response matrix, the diagonal components of the susceptibility defined by
x(q) = —x(q, 0), are obtained as
2/e?
x+(q) = — .
rsq * f11(@)(1 — G11(q)) = f12(q) (1 — G12(q))

The wavevectoy,. for the CDW ground state, if it exists, can be obtained by setting the
denominator of equation (15) equal to zero, i.e.,

rsq? + f11(qe) (1 — G11(q.) £ f12(g) (1 — G1a(q.)) = O. (18)

Equation (18) cannot be solved analytically fpr However, it becomes quite evident at
firstinstance that it is the out-of-phase component of susceptibility which can diverge and the
possibility for divergence will depend crucially on the behaviour of both the intra- and interwire
local fields. Further, the divergence can never occur in the full RPA(g) = G12(q) = 0)
since equation (18) then can only be satisfied for imagigary

We attempt a numerical solution of equation (18) by using the self-consistent values of
Gi11(q) andGi2(g). We confine our investigation to the density rangeclr; < 8 and to
the range of wire spacing and size so that it remains physically justified to use the STLS
approximation for dealing with the correlations. Interestingly enough, we do not find any
acceptable solution of equation (18). This, in turn, rules out the possibility for the existence
of a CDW ground state in the two coupled charged Bose quantum wires.

At this stage, it becomes particularly important to compare our results with the coupled
electron quantum wire system. The two systems differ in the statistics obeyed by particles.

17)
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The CDW instability for the two coupled electron wires was first investigated by Gold [7] and,
subsequently, by Wang and Ruden [8]. Gold predicted the instability in the long-wavelength
limit, while Wang and Ruden showed in addition to the long-wavelength instability the presence
of a CDW instability aty /gr = 2. Wang and Ruden treated the intrawire correlations within
the STLS approximation, while Gold used the Hubbard approximation. The effect of interwire
correlations was neglected in both the calculations. Further, it was assumed that the intrawire
correlations are not affected by the presence of the second wire. In our study, however, we have
included both the intra- and interwire correlations on the same footing within the completely
self-consistent STLS approach. The increasing importance of interwire correlations in the
close proximity of two wires has already been demonstrated in figure 3. It is important to
report here that using12(¢g) = 0 in equation (17) also gives a divergenceyin(g) below a

critical separatiow, parallel to what is observed for the coupled electron witk$s found to
depend upon both, andRy. Thus, we may arrive at the conclusion that the appearance of the
CDW instability is an artifact of the neglect of interwire correlation effects. We also believe
that the CDW instability predicted for the coupled electron wires may disappear, as in the case
of coupled electron layers [6], if the interwire correlations are treated properly.

Further, though it is not possible to solve equation (18) analyticallygforwe have
obtained an important relation for the existence of long-wavelength instability. Using the long-
wavelength results of form factors, equations (5) and (6), and of local fields, equation (13),
4. in the long-wavelength limit is obtained to be

. 12
ge = {r_ [4In(Ro/d) — 73/30 +(y11 — VlZ)]} (19)

wherey11 = G11(q) f11(q) andy12 = G12(q) f12(q). Bothyi; andys are independent af.

Now, for the long-wavelength instability to occur the term inside the square brackets in the
above equation must be greater than zero and in particular, for an instabiity=at0, we

must have

d 1

— = exp{— [(r11— y12) — 73/30]} : (20)

Ro 4

The above condition can only be checked numerically since the R.H.S. is a constant depending
uponr,, d and Ry. We have found that this condition is not satisfied for the range of system
parameters where the use of the STLS approximation is reliable. We therefore also rule out the
possibility of the long-wavelength instability in a coupled charged Bose quantum wire system.
Relation (20) is equally valid for two coupled electron wires and, hence, can be used to check
the prediction of Gold for the existence of long-wavelength instability.

5. Conclusions

In conclusion, we have seen that the nature of the boson ground state is highly sensitive to
the behaviour of interwire correlations. Neglecting them or theitependence causes the
system to become unstable against transition into the charge-density-wave ground state below
a critical layer spacing. However, the instability disappears completely with the inclusion of
interwire correlation effects. This is an important finding of our study. We find by comparing
our results with the similar studies on two coupled electron quantum wires that the CDW
instability encountered there may also be the result of the neglect of interwire correlations.
Finally, it may be mentioned that at present we do not have any computer simulation
data available to assess the accuracy of our results. However, it is well known that the STLS
approximation used in this paper has been found to provide reasonable estimates of the ground-
state properties in higher dimensions (i.e., 2D [12] and 3D [11]) for both the electron and
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charged Bose systems provided the density is not toqtpw. 5). Therefore, we do not find

anya priori reason to disbelieve the accuracy of STLS as applied to the system of two coupled
Q1D charged Bose wires. Moreover, the same approximation has been used for studying the
single (for example, see [14]) and coupled Q1D electron wires [15]. In addition to the coupled
wires, the simulation study is also lacking for the coupled layers. Our prediction for the non-
existence of CDW instability is in qualitative agreement with the result ofdtial [6] for
coupled layers. But, in the absence of the simulation or laboratory experiments it is difficult
to make a final conclusion regarding the CDW instability. It is hoped that our present study
will stimulate further work on this problem, in particular the simulation of the ground-state
properties of the Q1D model.
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